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 تبخیر از تشت های موثر در تخمین های نوین برای تعیین ورودیاستفاده از روش

 10/11/1395 تاریخ پذیرش:   03/09/1395تاریخ دریافت: 

 

 چکیده

لان با استفاده از تالش واقع در استان گیسه ایستگاه سینوپتیک آستارا، کیاشهر و  از تشت در این تحقیق تخمین تبخیر

از دو روش تحلیل مؤلفه اصلی ( انجام گرفته است. SVM( و ماشین بردار پشتیان )ANNشبکه عصبی مصنوعی )

(PCA( و آزمون گاما )GTبرای پیش )رای بها استفاده گردید. با توجه به نتایج، ها و تعیین ورودی مدلپردازش داده

شد. در  توسط آزمون گاما انتخاب متغیر ورودی 5تغیر ورودی و برای ایستگاه کیاشهر و آستارا م 6ایستگاه تالش 

های اصلی نیز برای ایستگاه سینوپتیک آستارا و کیاشهر، پنج مؤلفه اصلی و برای ایستگاه تالش روش تحلیل مؤلفه

نی بر مبتمصنوعی دل شبکه عصبی م کهسازی حاکی از این است چهار مؤلفه اصلی انتخاب شده است. نتایج مدل

و  957/0ترتیب با مجذور میانگین مربعات خطای های آستارا و تالش به( در ایستگاهPCA-ANN) تحلیل مؤلفه اصلی

مدل ماشین بردار پشتیان مبتنی  و 870/0و  903/0و ضریب همبستگی  756/0و  815/0ساتکلیف -، ضریب نش004/1

 683/0، ضریب نش ساتکلیف 295/1ستگاه کیاشهر با مجذور میانگین مربعات خطای ( در ایGT-SVMبر آزمون گاما )

های مذکور انتخاب کرد. در نهایت با های منتخب برای ایستگاهعنوان مدلبه توانرا می 825/0و ضریب همبستگی 

 بینیپیش این تحقیق برایها در پردازش دادههای استفاده شده پیشتوان چنین نتیجه گرفت که روشتوجه به نتایج می

                                                           
 seyedmostafa.b@gmail.commail: -E                             تبریز. )نویسنده مسئول(. مهندسی آب دانشگاهی علوم و ی دکتردانشجو-1*

 .عضو هیات علمی گروه مهندسی آب دانشگاه تبریز -2

 .عضو هیات علمی گروه مهندسی آب دانشگاه تبریز -3

       

  دانشگاه آزاد اسلامی واحد اهر  

پژوهشی فضای جغرافیایی-ی علمیفصلنامه       

 63 یسال هجدهم، شماره

 107-124 ، صفحات1397 پاییز
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در تمام SVM اند. همچنین مدل خوبی عمل کردهبا یکدیگر اختلاف چندانی ندارند و هر دو روش به از تشت تبخیر

 تری داشته است.عملکرد قابل قبولANN ها نسبت به مدل تخمین
 

دار که عصبی مصنوعی، ماشین بر، تحلیل مؤلفه اصلی، شباز تشت تبخیر: استان گیلان، آزمون گاما، هاواژهکلید 

 .پشتیبان

 

 مقدمه

ترین پارامترهایی است که متأثر از متغیرهای زیادی همچون بارندگی، سرعت باد، ساعت آفتابی، تبخیر یکی از مهم

(. تخمین تبخیر در همه مناطق که دارای منابع آب سطحی Sing and Xu, 1997: 318) باشدیمرطوبت نسبی و ...

رواناب، عملکرد حوضه رودخانه، مدیریت -سازی بارشدلیل تأثیرگذاری آن بر روی دریاچه سد، مدلهباشند، بمی

ور قابل طتواند بهریزی آن و ... بسیار مهم است. تبخیر میآبیاری برای محاسبه میزان آب مورد نیاز گیاه و برنامه-آب

 ,McCuen)شاید در پایین آمدن سطح آب نیز مؤثر باشد توجهی در بیلان آب مربوط به رودخانه یا مخزن اثر بگذارد و 

های هیدرولوژیکی از نظر تعیین تمام پارامترهای دخیل و نقص (. با توجه به اینکه پیچیدگی سیستم840 :1998

سازد. در چنین شرایطی استفاده از های هیدرولوژیکی را غیرممکن میسازی کامل سیستماطلاعات آماری، امکان مدل

 (.Kisi et al, 2016: 114گیرد )ازی سیستمی که مبتنی بر روابط ریاضی باشد، مورد توجه قرار میسمدل

تحقیقی در زمینه معرفی  Seifi et al (2013)توان به موارد زیر اشاره نمود: صورت گرفته در این زمینه می از مطالعات

ده تعرق مرجع و تحلیل عدم قطعیت نتایج آن در محدو-و کاربرد حداقل مربعات ماشین بردار پشتیبان در برآورد تبخیر

 هایههست از روش حداقل مربعات ماشین بردار پشتیبان مبتنی بر آزمون گاما با شهر کرمان انجام دادند. در این تحقیق

که بتعرق لایسیمتری استفاده شده است. نتایج با دو مدل ش-ای برای محاسبه تبخیرتابع پایه شعاعی، خطی و چندجمله

اقل دهای لایسیمتری مقایسه گردید. نتایج حعصبی فازی و داده-(، سیستم استنتاجی تطبیقی4ANNعصبی مصنوعی )

ا بوده است. همچنین هبه سایر مدلنسبت این مدل بیانگر برتری تابع پایه شعاعی  هستهمربعات ماشین بردار پشتیبان با 

ری نسبت تحداقل مربعات ماشین بردار پشتیبان عدم قطعیت کم تحلیل عدم قطعیت در این تحقیق نشان داد که مدل

ای هتبخیر و تعرق گیاه مرجع را با استفاده از روش آنالیز مؤلفه leslami et al (2013) Shikho .های دیگر داردبه مدل

های داده( و توسعه مدل رگرسیونی خطی چندگانه در استان مشهد بررسی کردند. در این تحقیق از 5PCAاصلی )

ها تأثیر نسبی استفاده شده است. آن (1991-2005)ایستگاه سینوپتیک مشهد در مقیاس روزانه و در دوره آماری 

پارامترهای دما، رطوبت نسبی، ساعت آفتابی و سرعت باد در ارتفاع دومتری از سطح زمین را بر این پدیده با دو مدل 

ج نشان مورد بررسی قرار دادند. نتای ،تحلیل مولفه اصلیمبتنی بر  رگرسیون خطی چندگانه و رگرسیون خطی چندگانه

رسیون تری نسبت به مدل رگمولفه اصلی دارای عملکرد مناسب یلبر تحلمبتنی  داد که مدل رگرسیون خطی چندگانه

                                                           
4- Artificial Neural Network 

5- Principal component analysis 
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های شبکه عصبی مصنوعی و رگرسیون مقایسه روش Ghareman and Gharakhani . (2013)باشدچندگانه می یخط

ر تخمین د عوامل هواشناسی موثر ینترمهم تعیینمورد بررسی قرار دادند. برای  در برآورد تبخیر از تشترا چندگانه 

در این تحقیق تخمین از تشت در چهار ایستگاه سینوپتیک  .استفاده نمودند های اصلیروش تحلیل مولفه ازتبخیر 

نتایج روش  های مذکور انجام شده است.به کمک مدل (2005تا  1986)کرج، اهواز، شیراز و تبریز در بازه زمانی 

شبکه عصبی مصنوعی مبتنی بر تحلیل مولفه اصلی نشان داد که مقادیر برآوردی با مقادیر مشاهداتی تطابق مناسبی 

العه طم تشت در هر چهار ایستگاه مورد ز. روش رگرسیون چندگانه نیز نتایج قابل قبولی در برآورد تبخیر ااست داشته

    را نشان داده است. درکل مدل رگرسیون چندگانه عملکرد بهتری نسبت به مدل شبکه عصبی مصنوعی داشته است. 

Seyedian (2014) ؤثر بر آبشستگی پایه پل استفاده کرد. او با استفاده از سه مهای نوین در تعیین پارامترهای روش از

پارامترهای مؤثر بر آبشستگی را از بین کل پارامترها  گامبهگام روش آزمون گاما، تحلیل مولفه اصلی و رگرسیون

سازی و تخمین عمق آبشستگی ( اقدام به شبیه6SVMانتخاب کرده است. سپس با استفاده از مدل ماشین بردار پشتیبان )

ت بالایی در قابلی SVMبا استفاده از پارامترهای تعیین شده توسط سه روش ذکر شده نمود. نتایج نشان داد مدل 

بینی سطح سازی تعداد پیزومترها در پیشدر تحقیقی بهینهHooshangi et al (2014) .تخمین عمق آبشستگی دارد

چاه مشاهداتی  75آمار را مورد بررسی قرار دادند. ابتدا با اخذ مشاهدات و زمین PCA یهابا روشهای زیرزمینی آب

یابی به این نتیجه رسیدند که روش عملکرد پنج روش مختلف درونمربوط به سفره آزاد دشت تبریز و ارزیابی 

ها در مرحله دوم با دو روش خطای اعتبار سنجی متقابل نقاط آورده است. آن به دستعمومی نتایج بهتری  کریجینگ

مربعات  نو تحلیل مولفه اصلی، تعدادی از نقاط را از چرخه تشکیل سطح، خارج و در نهایت با توجه به مجذور میانگی

در مقایسه با  PCAها نشان داد که روش خطا سطوح ایجاد شده عملکرد دو روش را با هم مقایسه نمودند. بررسی

روش آزمون گاما و  Noori et al (2010) .تری برخوردار بوده استروش خطای اعتبار سنجی متقابل از اعتبار بیش

هر بینی تولید پسماند جامد هفتگی در شمصنوعی در پیش های اصلی را بر روی عملکرد شبکه عصبیمؤلفهتحلیل 

ها توسعه یک مدل شبکه عصبی مصنوعی با ساختار ساده و دقت مناسب بوده مشهد مورد ارزیابی قرار دادند. هدف آن

های اصلی و آزمون گاما برای کاهش تعداد متغیرهای ورودی استفاده شده مؤلفهاست. در این تحقیق از روش تحلیل 

شبکه عصبی  اصلی و مؤلفهتحلیل -های شبکه عصبی مصنوعی و شبکه عصبی مصنوعیست. نتایج مقایسه مدلا

به  آزمون گاما نسبت-اصلی و شبکه عصبی مؤلفهتحلیل -شبکه عصبی مصنوعی آزمون گاما نشان داد که-مصنوعی

وا را با استفاده از شبکه عصبی آستانه آلودگی ه et al (2014)  Azidاند.مدل شبکه عصبی مصنوعی مؤثرتر بوده

هشت پارامتر کیفیت هوا را برای ده ایستگاه از  هاآن مورد بررسی قرار دادند.در مالزی  مصنوعی و تحلیل مولفه اصلی

. در این تحقیق از ترکیب شبکه عصبی مصنوعی و اخذ نمودند( 2011-2005برای هفت سال ) زیستیطمحسازمان 

نتایج نشان دهنده عملکرد مناسب  ( استفاده شده است.API) خمین شاخص آلوده کننده هواتحلیل مولفه اصلی برای ت

با استفاده از شبکه  Tezal and Buyukyildiz (2015) .تحلیل مولفه اصلی بوده است-شبکه عصبی مصنوعی مدل

                                                           
6- Support Vector Machine 
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دند. در این تحقیق از ی نموبینعصبی مصنوعی و ماشین بردار پشتیبان تبخیر ماهانه ایستگاه هواشناسی بیسهیر را پیش

ها از مدل استفاده شده است. آن (2005تا  1972)های دما، رطوبت نسبی، سرعت باد و بارندگی در دوره آماری داده

هنده دماشین بردار پشتیبان با هسته تابع پایه شعاعی و از شبکه عصبی پرسپترون چند لایه استفاده نمودند. نتایج نشان

  Tian .زش گرادیان مزدوج کوچک بوده استشبکه عصبی پرسپترون چند لایه با الگوریتم آمو عملکرد مناسب مدل

et al (2016)  قیتحقدر این  اند.آزمون گاما تخمین زدهبه کمک  های داده محوراز مدلعمق آب زیرزمینی را با استفاده 

فاده است رکز استان هبیه در شمال چین()م از سه مدل داده محور برای تخمین عمق آب زیرزمینی در دشت شیجیانگ

 ستههو ماشین بردار پشتیبان با دو  ( شبکه عصبی مصنوعی پسرو7PFMمدل تابع قدرت ) ،ها شاملمدل شده است.

در این تحقیق از آزمون گاما برای مشخص کردن پارامترهای ورودی موثر  .بوده استتابع خطی و تابع پایه شعاعی 

با توجه  اشد.بتابع پایه شعاعی می هسته ج نشان دهنده عملکرد مناسب ماشین بردار پشتیبان بااستفاده شده است. نتای

ا مصنوعی و ماشین بردار پشتیبان همراه ب یعصبهای شبکه ای بین مدلبه مطالعات صورت گرفته تاکنون مقایسه

این تحقیق تخمین  ته است. هدف از، صورت نگرفاز تشت در تخمین تبخیر ذکر شده یهابا روشها پردازش دادهپیش

های هوشمند شبکه عصبی مصنوعی و ماشین بردار پشتیبان همراه با کاهش پیچیدگی با استفاده از مدلتبخیر از تشت 

 باشد.های تحلیل مؤلفه اصلی و آزمون گاما میها با روشپردازش دادهسازی به وسیله پیشمدل

 

 منطقه مورد مطالعه

در شمال کشور قرار گرفته است و از شمال به دریای خزر، از شرق به استان مازندران،  رکزیت رشتاستان گیلان به م

باشد. توزیع های زنجان و قزوین و از غرب به استان اردبیل محدود میهای البرز و استاناز جنوب به رشته کوه

 ادر کشاورزی منطقه خصوص ناهماهنگ نزولات جوی و حجم جریانات سطحی در طول سال و از طرفی نقش آب

تولید محصول استراتژی برنج ضرورت بررسی و مطالعه سیستماتیک منابع آب اعم از سطحی و زیرزمینی را ایجاب 

باشد که میلیون مترمکعب می 15027و میانگین حجم بارش  متریلیم 1100نموده است. متوسط بارندگی استان گیلان 

 یلیونم 7140جز منابع غیرقابل دسترس )تبخیر و تعرق( و حجمی معادل  مکعبمتر یلیونم 7887از حجم فوق میزان 

 .  (Isazadeh, 2017: 612) باشدپذیر میقابل دسترس و تجدید مترمکعب

 هامواد و روش

 هستند خزرهای سه ایستگاه سینوپتیک آستارا، کیاشهر و تالش که واقع در نوار ساحلی دریای در این مطالعه از داده

و  (1393تا  1384)سال ها برای ایستگاه سینوپتیک تالش و آستارا از ( استفاده شده است. دوره آماری داده1ل شک)

های اخذ شده شامل تبخیر، سرعت باد در ارتفاع باشد. دادهمی (1393تا  1385)برای ایستگاه سینوپتیک کیاشهر از سال 

                                                           
7- Power Function Model 
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اقل، حداکثر و متوسط(، ساعت آفتابی و بارندگی بوده است. حداقل، حداکثر و متوسط(، رطوبت )حد)دو متری، دما 

 دهد.سه ایستگاه سینوپتیک مورد مطالعه را نشان می یهادادهخصوصیات آماری  (1جدول )

 

 

 
 

 های مورد مطالعهمنطقه و ایستگاه :1شکل 
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 هاخصوصیات آماری داده -1 جدولادامه 

 

 

 های اصلیتحلیل مؤلفه -
 

ه کهای اصلی هنگامیتوان از تحلیل مؤلفهباشد. میهای آماری چند متغیره میهای اصلی یکی از روشتحلیل مؤلفه

 ,Camdevyren)تفاده کرد حجم وسیعی از اطلاعات در اختیار است، برای کاهش پیچیدگی متغیرهای ورودی اس

های اصلی که ترکیب مستقل و خطی از متغیرهای های اصلی متغیرهای ورودی را به مؤلفه(. تحلیل مؤلفه583 :2005

را به  هاآنتوان جای استفاده مستقیم از متغیرهای ورودی، می(. بهLu et al, 2003: 243دهد )ورودی هستند تغییر می

همانند متغیرهای ورودی استفاده کرد. در این روش، اطلاعات متغیرهای  هاآنسپس از  های اصلی تبدیل ومؤلفه

(. برای دسترسی به اطلاعات Helena et al, 2000: 811های اصلی ارائه خواهد شد )وروردی با حداقل تلفات در مؤلفه

( .Wackernagel, 1995: ,634 2001: 58; , Nouri, 2007:G., Fidell Tabachnick, B 351(توان به منابع تر میبیش

 مراجعه کرد.
 

عنوان ها را دارا هستند، بههای اصلی اولی که حداقل نود درصد واریانس کل دادهدر این تحقیق از مجموعه مؤلفه

 گر استفاده شده است.های تخمینورودی مدل

 

 آزمون گاما -

 شودیم برده کاربهی سازمدلخاص برای  هایروشاز  ظرن صرفآزمون گاما یک روش غیرمتغیری است که نتایج آن 

( (Isazadeh et al, 2018: 1; Sharifi et al, 2013: 6 صورت زیر است.ی مشاهداتی بههادادهمجموعه  شودیمفرض 
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دیگر  ریمتغهای مختلف و هر وا با تأخیره درجه حرارتی )مانند رواناب، بارش، ورودبردار مشاهداتی  xiه در آن ک

 ,Biazar et al)شدبایمتعداد کل مشاهدات  Mخروجی مشاهداتی )مانند میانگین دبی رواناب روزانه( و  yiموثر(، 

2018: 540). 
 

فرض فوق  . بنابراین، با توجه بهشودیم( استفاده R)در فضای  yiی سازمدلبعدی( برای  m)در فضای  xiاز بردار 

 .شودیمشرح زیر در نظر گرفته ی بین ورودی و خروجی بهرابطه
 

 y= f (x) + r (2رابطه )

 

همچنین فرض شده است میانگین توزیعی که  ،ی خطا بودهدهندهنشانمتغیر تصادفی  rیک تابع هموار و   fکه در آن 

r ،از آن پیروی کرده، صفر و واریانس خطاVar (R)  به ( 2)با رابطه   شده دادهترتیب، مدل نشان اینبه دار است.کران

قادر به  fکه تابع  هادادهواریانس بخشی از  (،Γ)گردد و آماره گاما مدلی هموار با مشتقات جزئی مرتبه اول محدود می

 دهد.توجیه آن نیست را نشان می

N[I,k] ، 1ه ، مجموعxiبرای بردار ورودی ≤ K ≤ P آزمون  و اساسهمسایگی است. پایه  نیترکینزدنام مجموعه به

ی برای بردار مشاهداتی ورود هایگیهمسا نیترکینزدامین  kعنوان به xN[i، k].باشدیمN[I,k] گاما برمبنای مجموعه

xi 1طوری که به شده فیتعر ≤ K ≤ P  1و ≤ i ≤ M باشدیم .P  بین  معمولاًاست که  هایگیهمساحداکثر تعداد

، )𝛿𝑀(𝐾)(ابتدا مقدار  (،)دست آوردن مقدار آماره گامامنظور به(. به,Durrant 2001) شودیمر گرفته در نظ 50تا  10

 .شودیمشرح زیر محاسبه ی ورودی بهدادهبا توجه به 
 

δM(k) (3رابطه ) =
1

M
∑ |xN[i، k] − xi|

2
M
i=1،1 ≤ k ≤p 

 

…|که در آن نماد ی آماره. همچنین مقدار باشدیمی آن هایگیهمسابردار از  xN[i، k]عنوان فاصله اقلیدسی بردار به |

 .دیآیم دستبهشرح زیر ی خروجی بههادادهبا استفاده از  (𝛾𝑀(𝐾))گامای کوچک، 
 

γM(k) (4رابطه ) =
1

2M
∑ |yN[i، k] − yi|

2
M
i=1،1 ≤ k ≤p 

 

مقدار  p. به این ترتیب، باشدیم xiهمسایگی برای بردار  نیترکینزد امین kمقدار خروجی نظیر   yN[i، k]که در آن

 .شودیمدست آورده به γM(K)مقدار برای   pو δM(K)برای 

 کهطوری دش خواهد برقرار (5) رابطه شرح{ رابطه رگرسیونی خطی ساده بهγM(k) ،δM(k)زوج مرتب } pبین  سپس

 وابسته و مستقل در نظر گرفته شده است. یرهایمتغ عنوانبه ترتیب،به γو  δ آن در
 

γ (5رابطه ) = A δ +  Γ 
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دهنده خط رگرسیون بوده که نشان شیب A .باشدیواقع عرض از مبدا خط رگرسیون فوق م در یآماره مقدار

برده  کار. متغیر دیگری که معمولا در آزمون گاما بهشودیمشاهداتی ایجاد م هایداده یپیچیدگی مدلی است که از رو

 .شودیم

 

 مارکورات-شبکه عصبی پیشرو با آموزش لوانبرگ-

ار گرفته کآمیز بهطور موفقیتهای عصبی مصنوعی در زمینه هیدرولوژی نیز بهتاکنون، این شبکه (1990)از اوایل دهه 

ایی که در مسائل هیدرولوژی هشبکه %90(. حدود Dawson et al, 2006: 396; Mohammadi et al, 2017:80اند )شده

(. معماری معمول این شبکه متشکل از سه لایه Coulibaly et al, 2000: 246های پیشرو هستند )کاربرد دارد شبکه

وجی بستگی به نوع مسئله دارد ولی های موجود در لایه ورودی و خرورودی، پنهانی و خروجی است. تعداد نرون

 .ASCE, 2000: 116)) آیددست میهای لایه پنهان با سعی و خطا بهتعداد گره

برای لایه پنهان شبکه استفاده گردید تا از این طریق  20تا  1های لازم به ذکر است که در تحقیق حاضر از تعداد نرون

ار داد. از آنجا را مورد ارزیابی قر تبخیر از تشتسازی مقادیر ر شبیهتأثیر ساختار مختلف شبکه بر عملکرد آن دبتوان 

 باشد بنابراین در این مطالعه از آن برای نگاشت اطلاعاتترین نوع توابع محرک تابع تانژانت سیگموئید میکه متداول

 ی استفاده شد.از لایه ورودی به لایه پنهان و همچنین برای نگاشت اطلاعات از لایه پنهان به لایه خروج
 

 ماشین بردار پشتیبان -

رواناب ارائه شد. ماشین بردار -سازی بارشبا شبیه Dibike et al, 2001اولین کاربرد این روش در مسائل آب توسط 

ازی خطا سسازی مقید است که از اصل استقرای کمینهپشتیبان یک سیستم یادگیری کارآمد بر مبنای تئوری بهینه

 Kavzoglu توان به منابعتر میبرای اطلاعات بیشگردد. کرده و منجر به یک جواب بهینه کلی می ساختاری استفاده

and Colkesen, 2009: 354 ;Ashrafzadeh et al, 2018: 3 .مراجعه کرد 

 علازم به ذکر است فرآیند محاسبات ماشین بردار پشتیبان، بر اساس کدنویسی در محیط متلب انجام و پارامترهای تاب

 کرنل از طریق سعی و خطا بهینه شدند.

 

 های ارزیابیمعیار -

فاده استها ها را مورد ارزیابی و مقایسه قرار داد، یکی از این روشتوان عملکرد مدلهای مختلفی میبا استفاده از روش

، (CC) ب همبستگیضرای باشد. از جمله معیارهای ارزیابی پرکاربرد در علوم مهندسی آب،از معیارهای ارزیابی می

 (14و  13، 12)روابط ترتیب، در باشند که بهمی (NS) ساتکلیف-نش اریمعو  RMSE))میانگین مربعات خطا  ریشه

، ترتیبترین مدل با توجه به این معیارها، مدلی خواهد بود که مقدار این سه معیار برای آن بهدقیقاند. آورده شده

 نزدیک به یک، صفر و یک باشد.
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 (12) 
 

 

cc = √
(∑ (xi−x̅)(yi−y̅)2)N

i=1

(∑ (xi−x̅)N
i=1

2
∑ (yi−y̅)2)N

i=1

    

 (13) 

 
RMSE = √(∑ (xi−y̅)2)N

i=1

N
  

 (14) NS = 1 − √
(∑ (xi−y̅)2)N

i=1

(∑ (xi−x̅)N
i=1

2   
 

مقادیر محاسباتی  iyو میانگین مقادیر مشاهداتی،  تشتاز  تبخیرترتیب، مقادیر مشاهداتی به xو  ix در روابط بالا

 نهایت تغییر تا منفی بی 1ز ا NSمقدار شاخص  باشد.ها میتعداد داده Nمیانگین مقادیر محاسباتی و  y جریان،

 ترتیب سازی بهبرای مقدار این شاخص در یک شبیه 36/0تر از و کم 36/0-75/0، 75/0-1های کند. بازهمی

 :Nash and Sutcliffe, 1970)باشندو ضعیف مدل مورد استفاده میبخش دهنده عملکرد بسیار خوب، رضایتنشان

286,  Deo et al, 2018: 312.) های پرت حذف گردید. های منطقه مورد مطالعه جمع آوری شده و دادهبتدا دادهر اد

های آزمون گاما ورودی یلهوسبهها استفاده شد. پردازش دادهها از دو روش پیشسپس برای کاهش پیچیدگی مدل

 ن تبخیره در تخمیسازی انتخاب گردید. با روش تحلیل مولفه اصلی نیز تعداد مولفه اصلی اولی کمنتخب برای مدل

دل سازی با استفاده از دو مها انتخاب گردید. سپس با استفاده از نتایج مرحله قبل مدلاند از دادهموثر بوده از تشت

ANN و SVM جداگانه برای هر دو روش انجام شد طوربه. 
 

 و بحث هاافتهی

اده شد. استف فاسمیرن–آزمون کولموگروفخیر از  کنند یاها از توزیع نرمال پیروی میکه دادهابتدا برای بررسی این

ت ها با استفاده از آزمون ران تسکنند. همچنین تصادفی بودن دادهتوزیع نرمال پیروی نمیها از نتایج نشان داد که داده

ساختار  پس از تعیین ها بوده است.مورد برسی قرار گرفت. نتایج مشاهده شده از این آزمون بیانگر تصادفی بودن داده

ده، هر یک از دو مدل شبکه عصبی پردازش ذکر شهای ورودی با دو روش پیشو تعیین ترکیب هااز مدلهر یک 

وزش های آمهای آموزش مورد واسنجی قرار گرفته و سپس عملکرد مدلداده یبه ازاو ماشین بردار پشتیبان  مصنوعی

سنجی ارزیابی گردیده است. در ادامه نتایج مربوط به هر یک از دو مدل در تخمین های بخش صحتازای دادهدیده به

 کیفی ارائه شده است.هر یک از پارامترهای 

 

 نتایج آزمون گاما

فاده شده طور جداگانه استاز آزمون گاما برای هر ایستگاه بهاز تشت  جهت تخمین تبخیر موثربرای تعیین پارامترهای 

( و سپس این آزمون براساس حذف هر یک از 1ها انجام گرفته )ردیف بنابراین ابتدا آزمون گاما برای کل داده؛ است
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نشان داده شده  (2جدول )در نتایج ( که 9تا  2های از کل هشت متغیر موجود صورت گرفته است )ردیف متغیرها

هایی که پارامترهای دمای حداکثر، دمای حداقل، رطوبت حداکثر و متوسط، در ایستگاه سینوپتیک تالش ترکیب .است

ری نسبت به حالتی که تمام متغیرها در ترکیب تدارای مقدار گامای بیش ،حذف شده هاآنبارندگی و ساعت آفتابی از 

یستگاه در ا از تشت بنابراین بایستی از این متغیرها برای تخمین تبخیر؛ باشند( می1حضور دارند )ترکیب شماره 

تگاه کیاشهر ایستبخیر از تشت سینوپتیک تالش استفاده گردد. پارامترهای منتخب ورودی آزمون گاما برای تخمین 

حداکثر و حداقل، حداقل رطوبت، بارندگی و ساعت آفتابی و برای ایستگاه سینوپتیک آستارا دمای حداقل،  شامل دمای

هد که دباشند. همچنین نتایج نشان میحداکثر رطوبت، حداقل رطوبت، رطوبت متوسط، بارندگی و ساعت آفتابی می

های یستگاهاتبخیر از تشت ترین متغیر در تخمین ترین افزایش گاما بعد از حذف( مؤثرپارامتر ساعت آفتابی )بیش

 باشدتالش، کیاشهر و آستارا می
 

 های تالش، آستارا و کیاشهرنتایج آزمون گاما برای ایستگاه -2 جدول

 ردیف متغییر غایب تالش کیاشهر آستارا

 گاما گاما گاما

04099/0 0588/0 0571/0 - 1 

 2 دمای حداکثر 0594/0 064/0 04096/0

 3 دمای حداقل 0577/0 063/0 0423/0

 4 دمای متوسط 0570/0 0585/0 04094/0

 5 حداکثر رطوبت 0573/0 0585/0 0437/0

 6 حداقل رطوبت 0555/0 060/0 0423/0

 7 رطوبت متوسط 0591/0 0570/0 0417/0

 8 بارندگی 0596/0 07313/0 043/0

 9 ساعت آفتابی 0659/0 07314/0 0464/0

 10 سرعت باد 0565/0 0508/0 04/0

 

 اصلی ورودیتعیین تعداد مؤلفه -

 های سینوپتیک تالش، کیاشهر و آستارا، درصد واریانس تجمعیایستگاه ازتشتهای اصلی تبخیرپس از تعیین مؤلفه

ل کهای اصلی اولی که نود درصد واریانس های اصلی محاسبه گردیده است. سپس در هر ایستگاه تعداد مؤلفهمؤلفه

 9/50برای ایستگاه تالش مقدار اولین مولفه اصلی  (2شکل )(. با توجه به 2اند )شکل ها را دارا باشند، تعیین شدهداده

گردد. این دو مولفه مجموعأ ها را شامل میدرصد از کل واریانس داده 56/21 ها و مولفه دومدرصد از کل واریانس داده
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و مؤلفه دوم  40/46شوند. برای ایستگاه کیاشهر مؤلفه اول صلی را شامل میهای ادرصد از پراکندگی داده 46/72

درصد  54/18و  16/50ترتیب اند. مؤلفه اول و دوم ایستگاه آستارا نیز بهها را شامل شدهدرصد واریانس داده 42/20

ثرترین مؤلفه برای ورودی های اول ذکر شده برای هر ایستگاه مؤها را شامل گردیده است. مؤلفهاز پراکندگی داده

های کیاشهر، آستارا و تالش برای ایستگاه 9و  8، 7، 6مؤلفه  (2شکل )شود. همچنین با توجه به ها محسوب میمدل

 ها به مدل امکان افزایش خطا را به همراه خواهد داشت.باشند و حتی ورود این مؤلفهتأثیر میهای تقریبأ بیجز ورودی

تارا های سینوپتیک تالش، کیاشهر و آسایستگاهتبخیرازتشت در این تحقیق جهت تخمین  (2شکل )به  بنابراین با توجه

 ترتیب از چهار، پنج و پنج مؤلفه اصلی اول استفاده شده است.، بهPCAبا استفاده از روش 

 

 
 

 
 (، کیاشهر )ب( و آستارا )پ(های تالش )الفایستگاهتبخیرازتشت  های اصلیدرصد واریانس تجمعی مولفه :2شکل 

 

 GT-ANNو  GT-SVMسازی با مدل -

ظر استفاده های مورد نایستگاهتبخیرازتشت در این بخش از ترکیب ورودی تعیین شده توسط آزمون گاما جهت تخمین 

 سنجی با استفاده از های واسنجی و صحتهر ایستگاه در دورهتشت  از تبخیرشده است. نتایج تخمین 

در  (3جدول )نشان داده شده است. با توجه به  (3جدول )ای شبکه عصبی مصنوعی و ماشین بردار پشتیبان در همدل

دارای عملکرد بهتری GT-SVM تر نسبت به مدل با مجذور میانگین مربعات خطای کم GT-ANNایستگاه آستارا مدل 

گاه خوبی صورت گرفته است. در این ایستبهدر ایستگاه کیاشهر توسط هر دو مدل تشت  از تبخیرباشد. تخمین می

با مجذور میانگین مربعات خطای GT-ANN نسبت به مدل  295/1با مجذور میانگین مربعات خطای  GT-SVMمدل 

 تری بوده است.دارای عملکرد مناسب 356/1

-GTنسبت به مدل  GT-SVMدر ایستگاه تالش نیز نتایج هر دو مدل به یکدیگر بسیار نزدیک بوده، ولی نتایج مدل 

ANN هنده عملکرد دهای آستارا و تالش نشاندست آمده برای ایستگاهههای بساتکلیف-تر بوده است. ضریب نشدقیق

 ها بوده است.بخش مدلدهنده عملکرد رضایتها و در ایستگاه کیاشهر نشانبسیار خوب مدل
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مدنظر دارای  هایایستگاهتشت  از تبخیرآورد در بر SVMدهد که در حالت کلی مدل نشان می (3جدول )نتایج 

رد که اگر ک هتوان اینگونه توجیعملکرد بهتری نسبت به مدل شبکه عصبی مصنوعی بوده است. علت این امر را می

بینی کم در نظر گرفته شود، شبکه عصبی قدر کافی با روند تغییرات آشنا نشده های زمانی قبل از زمان مورد پیشگام

های محلی گرفتار آید و موجب به خطا رفتن شود، حتی ممکن است در حداقلمیدر یادگیری دچار مشکل  و درواقع

 نتایج شود.

 
 پردازش آزمون گاما برای سه ایستگاه سینوپتیک آستارا، کیاشهر و تالشسازی با پیشنتایج مدل -3جدول 

 

 

 PCA-ANNو  PCA-SVMسازی با مدل -

سازی در این باشد. مدلمی PCAپردازش های حاصل از پیشسازی با استفاده از دادهگویای مدل (4جدول )نتایج 

ترتیب با پنج، پنج و چهار مؤلفه اصلی انجام شده است. با توجه به تالش به مرحله برای ایستگاه آستارا، کیاشهر و

در ایستگاه آستارا  PCA-SVMتر نسبت به مدل با مجذور میانگین مربعات خطای کم PCA-ANN مدل  (4جدول )

رد بسیار کساتکلیف نیز حاکی از عمل-داشته است. مقدار ضریب نشتشت  از تبخیرو تالش عملکرد بهتری در تخمین 

 مناسب هر دو مدل در هر دو ایستگاه مذکور بوده است.

ت تش از تبخیربا مقدار مجذور میانگین مربعات خطای کمتر در تخمین  PCA-ANNنسبت به مدل  PCA-SVMمدل 

برابر با  PCA-SVMساتکلیف برای مدل -تر تشخیص داده شده است. ضریب نشدر این ایستگاه کیاشهر مناسب

 تعداد نرون بهینه

   واسنجی صحت سنجی

CC 
RMSE 

)mm/day) 
NS CC 

RMSE 

)mm/day) 
NS مدل ایستگاه 

7 

71  

029/0  

811/0  

964/0  

356/1  

812/0  

652/0  

906/0  

860/0  

940/0  

143/1  

821/0  

740/0  

 آستارا

 کیاشهر
GT-ANN 

13 869/0  006/1  755/0  871/0  006/1  759/0  تالش 

        هسته تابع

GT-SVM 

RBF 

899/0  971/0  808/0  907/0  935/0  824/0  آستارا 

582/0  295/1  683/0  903/0  968/0  814/0  کیاشهر 

870/0  005/1  755/0  874/0  995/0  764/0  تالش 
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باشد. بخش هر دو مدل میبوده است که حاکی از عملکرد رضایت 634/0برابر با  PCA-ANNای مدل و بر 666/0

 بوده است. ANN تری نسبت به مدلدارای عملکرد مناسب SVMدر این بخش نیز مدل 

 
 الشپردازش تحلیل مؤلفه اصلی برای سه ایستگاه سینوپتیک آستارا، کیاشهر و تسازی با پیشنتایج مدل -4جدول 

 

 تبخیردر تخمین  GT-SVMو  PCA-ANN ،GT-ANN ،PCA-SVMهای ، عملکرد مدل(4جدول )با توجه به نتایج 

 باشند. این شباهت نتایج ناشی از عملکردیکدیگر میهای مورد بررسی بسیار نزدیک بههر یک از ایستگاهتشت  از

 های اصلی، متغیرهای ورودیباشد. روش تحلیل مؤلفههای اصلی و آزمون گاما میپردازش تحلیل مؤلفههای پیشروش

ند. در واقع کهای اصلی مستقل از یکدیگر تبدیل میین کلیه متغیرهای ورودی به مؤلفهرا با استفاده از رابطه خطی ب

برای متغیرهای ورودی که دارای اطلاعات مشابه هستند، اثر آن متغیر را در  ترکوچکاین روش با تعیین ضریب 

ای هآمده از ترکیب دستبهما کند. ولی در روش آزمون گاما، با توجه به ضریب گاهای اصلی ایجاد شده کم میمؤلفه

شده دارد، شناسایی گردیده و از ترکیب ورودی نهایی ورودی مختلف، متغیری که تأثیر منفی بر روی خروجی تعیین

با یکدیگر متفاوت هستند.  PCAکه ذکر گردید ماهیت دو روش غیر خطی گاما و خطی  طورهمانگردد. حذف می

 شده در آزمون گاما را بسیار کوچک در نظر بگیرد،  به متغیر حذف ضریب مربوط PCAکه روش ولی هنگامی

تواند یکی از علل نزدیکی گردند. این عامل مییکدیگر نزدیک میپردازش بههای حاصل از دو روش پیشورودی

بر دیگری و گاما را  PCAتوان یکی از دو روش پیش پردازش بنابراین نمی؛ گر به یکدیگر باشدهای تخمیننتایج مدل

ن از هر دو روش تواهای مذکور میایستگاهتشت  از تبخیرتوان نتیجه گرفت که در تخمین ترتیب میاینترجیح داد. به

 استفاده کرد.تشت  از تبخیرپردازش برای تخمین پیش

 تعداد نرون بهینه

 واسنجی صحت سنجی
 مدل ایستگاه

CC 
RMSE 

)mm/day) 
NS CC 

RMSE 

)mm/day) 
NS 

16 903/0  957/0  815/0  911/0  917/0  830/0  5PCs-ANN آستارا 

15 797/0  392/1  634/0  825/0  267/1  681/0  5PCs-ANN کیاشهر 

20 870/0  004/1  756/0  869/0  017/1  754/0  4PCs-ANN تالش 

         هسته تابع

RBF 

901/0  965/0  812/0  915/0  898/0  837/0  5PCs-SVM آستارا 

816/0  329/1  666/0  862/0  141/1  741/0  5PCs-SVM کیاشهر 

867/0  017/1  750/0  872/0  006/1  760/0  4PCs-SVM تالش 
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آستارا و برای ایستگاه تالش و  PCA-ANNهای توان نتیجه گرفت که مدلدست آمده چنین میبا توجه به نتایج به

مدل  عنوانها بهاند. پس این مدلها داشتهبرای ایستگاه کیاشهر عملکرد بهتری نسبت به سایر مدل GT-SVMمدل 

نشان دهنده این  (4و  3جداول ). است ههای مذکور استفاده شددر ایستگاهتشت  از تبخیرسازی منتخب برای مدل

با مچنین ه. کنترل کنند را هادادهاند بیش برازش ه اصلی توانستهد که آزمون گاما و تحلیل مولفنباشموضوع نیز می

در ایستگاه سینوپتیک کیاشهر هرچند که روش تحلیل مولفه اصلی عملکرد مناسبی  (4و  3های جدول)توجه به نتایج 

ه آنالیز ا توجه بتوان نتیجه گرفت که بمی گونهینادارد ولی بهتر است که از روش آزمون گاما استفاده شود. در واقع 

های مذکور بستگی به منطقه مورد مطالعه دارد و های تحلیل مولفه اصلی و آزمون گاما، استفاده از روشنتایج روش

 توان به مناطق دیگر تعمیم داد.نتایج هر منطقه را نمی

 

 گیرینتیجه

ز ا های نوین در برآورد تبخیراز روشریزی و مدیریت منابع آب و لزوم استفاده با توجه به اهمیت تبخیر در برنامه

 ها استفاده شد و پردازش دادهدر این پژوهش از دو روش آزمون گاما و تحلیل مؤلفه اصلی برای پیش ،تشت

ها توسط آزمون گاما برای انجام گرفت. پارامترهای انتخاب شده ورودی به مدل SVMو  ANNهای سازی با مدلمدل

ی حداقل، حداکثر رطوبت، حداقل رطوبت، بارندگی و ساعت آفتابی و برای ایستگاه کیاشهر ایستگاه آستارا، شامل دما

شامل دمای حداکثر، دمای حداقل، رطوبت حداقل، بارندگی و ساعت آفتابی و برای ایستگاه تالش شامل دمای حداکثر، 

مؤلفه  توجه به نتایج تحلیل دمای حداقل، حداکثر رطوبت، رطوبت متوسط، بارندگی و ساعت آفتابی بوده است. با

ازی سترتیب از پنج، پنج و چهار مؤلفه اصلی اول برای مدلهای سه ایستگاه آستارا، کیاشهر و تالش بهاصلی بر روی داده

 استفاده شده است. های مذکوردر ایستگاه

برای ایستگاه تالش  GT-SVMدهد که مدل می ها توسط آزمون گاما، نشانپردازش دادهسازی در بخش پیشنتایج مدل

اند و برای بخش تحلیل مؤلفه اصلی تری بودهدر ایستگاه آستارا دارای عملکرد مناسب GT-ANNو کیاشهر و مدل 

 استفاده نمود. PCA-SVMو برای ایستگاه کیاشهر از مدل  PCA-ANNتوان در ایستگاه تالش و آستارا از مدل می

توان را می PCA-ANNها، مدل پردازش در نحوه عملکرد مدلدو روش پیش و مقایسه (4و  3های جدول)با توجه 

مدل منتخب برای ایستگاه سینوپتیک آستارا و تالش انتخاب کرد. برای ایستگاه سینوپتیک کیاشهر، به دلیل  عنوانبه

ذکور برای توان از مدل مهای دیگر، مینسبت به مدل GT-SVMپایین بودن مجذور میانگین مربعات خطای مدل 

دانی بین دهد که تفاوت چنآمده نشان می دستبهدر این ایستگاه استفاده نمود. همچنین نتایج تبخیر از تشت تخمین 

 های آستارا، تالش و کیاشهربا دو مدل ذکر شده در ایستگاهتبخیر از تشت ها در تخمین پردازش دادهپیشدو روش 

ند اتبخیر از تشت تبخیر پرداخته بینییشپکه به  Shikholeslami et al (2013)این یافته با نتایج  که وجود ندارد.

پردازش برای انتخاب ورودی موثر در پیش دو روشتوان از هر ها میمطابقت دارد. در واقع با توجه به عملکرد مدل

با ANN سبت به مدل نتبخیر از تشت در تخمین  SVMنتایج نشان داد که مدل  در ضمنتخمین تبخیر استفاده نمود. 
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 Kisi et al (2015)که این نتیجه با نتایج  تری بوده استها داری عملکرد نسبتأ مناسبپردازش دادههر دو روش پیش

 مطابقت دارد. Seifi et al (2013)و  های محلیهبا استفاده از دادتبخیر از تشت در تخمین 

ا دو روش ها بپردازش دادهتوان چنین نتیجه گرفت که پیشه میدر نهایت با توجه به موارد گفته شده و نتایج حاصل

 Nooriیج آمیز بوده است که این یافته نیز با نتاها موفقیتو کاهش پیچیدگی مدلتبخیر از تشت ذکر شده، برای تخمین 

et al (2010) (2013) که بر روی پسماند هفتگی و در تحقیق Shikho Leslami  تشت تبخیر ازبر روی تخمین، 

 .داشته استمطابقت 
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